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Fig. 1: We propose Event-grounding graph (EGG), a scene representation framework that grounds observed events with
involved spatial elements (e.g., objects) to allow robots to respond to complex queries.

Abstract— A fundamental aspect for building intelligent
autonomous robots that can assist humans in their daily
lives is the construction of rich environmental representations.
While advances in semantic scene representations have en-
riched robotic scene understanding, current approaches lack
a connection between spatial features and dynamic events;
e.g., connecting the blue mug to the event washing a mug.
In this work, we introduce the event-grounding graph (EGG),
a framework grounding event interactions to spatial features
of a scene. This representation allows robots to perceive,
reason, and respond to complex spatio-temporal queries. Exper-
iments using real robotic data demonstrate EGG’s capability
to retrieve relevant information and respond accurately to
human inquiries concerning the environment and events within.
Furthermore, the EGG framework’s source code and evaluation
dataset are released as open-source at: https://github.
com/aalto-intelligent-robotics/EGG.

I. INTRODUCTION

Memory representations that encapsulate both the geomet-
ric and semantic aspects of the environment are crucial for
robots to perceive and understand their surroundings while
performing physical tasks to assist us in our daily lives. For
instance, to answer a question "Where is my phone?", a robot
needs to complete three steps: identify objects that could be
classified as "phones," determine which one is specifically
"my phone," and then locate it. Humans typically recall
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an object’s position based on previous experiences, such as
where they last used it or where they commonly use it.

There has been a surge in research aimed at embedding
semantic features into spatial scene elements. Most notable
are the development of 3D scene graphs (3DSGs) [1]-[6]. By
representing spatial concepts such as objects, freespace, and
rooms as nodes and their inter-relationships as edges, 3DSGs
boast rich semantic features while remaining compact in
memory footprint. While this body of work incorporates
semantic information into geometric features of the represen-
tation, e.g., grounding the concept of "my phone" into a node,
they do not capture dynamic events, i.e., interactions that
result in changes to the scene, frequently occurring within
those environments.

Another line of research focuses on recording and verbal-
izing robot experiences and observations by leveraging the
capabilities of visual-language models (VLMs) [7]-[9]. This
line of research enhances robots’ understanding of how the
scene can be interacted with and enables them to respond to
free-form spatio-temporal questions from humans. However,
these works often describe the environment using free-form
natural language captions, which often leads to a lack or
misrepresentation of the spatial features of the environment,
e.g., multiple events of "using a phone" can be captured
as text captions, but they do not provide information about
which "phone" the person is using.

Currently, there is a gap in the representation of the
connection between the scene’s spatial feature changes and
the interactions that cause them. Connecting the semantic
attributes of these interactions (i.e., their symbolic knowl-
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edge) with the scene’s spatial features is an extension of
the grounding problem [4], [10]. Grounding dynamic events
through spatial features allows robots to not only perceive the
environment, but also to recall and reason from historical in-
teractions, e.g., offering insights about unusual occurrences,
assessing the states of routine tasks, or tracking personal
items based on usage history.

In this work, we propose a novel framework, event-
grounding graph (EGQG), to aggregate, organize, and describe
robotic observations over time, creating a unified representa-
tion that includes both spatial features and dynamic events.
The rich information from the framework efficiently enables
the extraction of relevant information subsets based on
specific queries or tasks, ensuring insightful and contextually
appropriate responses from robots, as illustrated in Fig. 1. We
then demonstrate the capability of our representation through
a series of experiments using real robotic data. The core
contributions of this work are:

« EGG, a framework that unifies spatial features from the
environment with dynamic events, allowing robots to
perceive, reason, and explain what happens in a scene.

« A method that exploits the spatio-temporal queryability
of EGG to retrieve a task-related compressed subgraph.

o Experimental results from real robotic data showing
that EGG allows robots to retrieve relevant information
and respond to human queries regarding the scene.

¢ An open-source implementation of EGG framework
as well as the evaluation dataset, promoting further
advancements in spatio-temporal scene understanding.

II. RELATED WORKS

Enriching geometric robotic maps with semantic infor-
mation is a vital step towards achieving deeper scene
understanding. In addition to methods that integrate rich
semantic data into conventional 2D and 3D maps [11]-
[15], 3DSGs [1], [16] have emerged as an alternative
representation and gathered considerable research inter-
ests. 3DSGs represents spatial concepts, such as rooms and
objects, as nodes. As outlined in [4], 3DSGs are metric-
semantic; they aim to ground the semantic information of
a scene into the map’s geometry, specifically through nodes
and edges. Thus, they provide robots with semantic insights
about the scene, enabling them to perform advanced tasks
autonomously while maintaining a low memory footprint [2],
[3]. Notably, Hughes et al. introduces Hydra [3], [4], a real-
time 3DSG construction framework that solidifies the practi-
cal application of this representation on real robots. Concept-
Graphs [2] and HOV-SG [5] enrich the semantic information
available for object nodes in a 3DSG by incorporating open-
vocabulary features into the frameworks. By leveraging the
rich semantic information available in scene graphs, multiple
works have utilized reasoning agents such as large language
models (LLMs) to perform complex tasks such as pick-
and-drop [10], embodied question-answering [17], interactive
object search [6], or rearrangements [18]. However, cur-
rent 3DSGs are limited to grounding semantic information
into static spatial concepts and can only handle tasks that

do not require awareness of external interactions within
the environment. Current spatio-temporal 3DSG frameworks,
such as [19]-[21], only focus on updating the geometric
features of the environment, and not on the semantic context
that causes scene changes.

Another significant body of research focuses on devel-
oping memory representations that incorporate interactions
with the environment. Biarmann et al. [22] propose a frame-
work that systematically records a robot’s interaction history
within a hierarchical tree-like structure. This representation
includes raw robotic sensory inputs at its base layer and
abstracted descriptions of the robot’s experiences at higher
layers. Closer to our work, ReMEmbR [7] constructs a
spatio-temporal representation that aggregates video captions
generated by a VLM, along with timestamps and the robot’s
positional data, into a vector database. Another relevant work
is Embodied-RAG [9], which develops a spatio-temporal
representation in the form of a semantic forest. This represen-
tation is constructed by embedding video captions captured at
various points in time into the nodes of a topological graph,
with a LLM summarizer generating higher-level nodes from
these embeddings. While these approaches acknowledge the
importance of interactions with the environment, they exhibit
limitations concerning the grounding of recorded events
in the spatial features of the environment. This leads to
issues such as multi-view inconsistency and the unnecessary
accumulation of redundant data, exemplified by the repeti-
tive description of the same scene upon revisit. Our work
addresses this gap.

III. PROBLEM FORMULATION

Formally, a scene can be described by the set of N
tracked spatial elements S, e.g., objects, rooms, or free
space. Each spatial element S* € S with i € [1,N] is
characterized by a set of attributes. The choice of attributes
is task dependent, but commonly includes at least position
in a known world frame and a semantic class or name.
We classify attributes into two types: time-invariant, e.g.,
semantic class, material, and color, and time-variant, e.g.,
position and state of operation. Thus, S* = (Z?, V'), with
T% and V' being the set of time-invariant and time-variant
attributes respectively. We denote with Vi, = {Vi | t; € T’}
the history of time-variant attributes of spatial element S* in
the time interval 7', i.e., the list of all recorded values of the
attributes at any instant within the interval.

We define an event that occurs in the time interval T as
a sequence of interactions executed by either the observer
or an external agent within the scene, each resulting in
an attribute change of at least one tracked spatial element
at a particular instant ¢ € T. We denote an event by
Er = (Or, Dr,st). Or C S is the set of spatial elements
that experience attribute changes during the event. Attribute
changes, Vr = {Vi. | S € Or}, may include changes
to objects’ positions, e.g., someone moving the chairs, the
appearance or disappearance of objects, e.g., someone taking
a mug outside of the robot’s view, or modifications in
their operational states due to interactions, e.g., someone
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Fig. 2: Spatial and event components connections. Spatial
and event edges are not permanent and are characterized by
time intervals.

turning the lights on or off. Dt is the set of element-wise
descriptions of each change, providing insight into the role
that each spatial element plays in the event. Formally, for
every attribute change V% € Vr, a corresponding description
di € Dy exists that verbally describes the change. sp is
the event summary, which provides an overall description of
the event. Collectively, an event Er not only outlines the
scene change, but also describes how each spatial element is
affected during the interval 7'

Our first objective is to create a representation G that
aggregates, describes, and grounds observed events F with
the spatial elements S of the scene. Secondly, by harnessing
the information from G, we extract task-relevant details to
respond to free-form natural language queries (). Particularly,
our goal is to predict an answer A given a query () and a
representation G.

IV. METHODOLOGY

Fig. 1 illustrates the pipeline of our framework. Initially,
from observed events, we generate an EGG G. Then, using
information relevant to a query (), we extract a subgraph
Gg. Finally, we send G to a reasoning agent to generate
the answer A.

A. EGG generation

EGG consists of two interrelated sets of components:
spatial components and event components, as illustrated in
Fig. 2. Formally, EGG is the graph G = (N, N'F &9 £F),
with A and NP being the spatial and event nodes, and £
and £F being the spatial and event edges.

The spatial components G = (N5, £%) follow a hierar-
chical 3DSG structure analogous to that of Hydra [3], [4].
Each spatial node nZS € N corresponds to the attribute
set of a spatial element, so nf = 5% In this work, the
constructed 3DSG consists of two layers: rooms and objects.
However, the formulation from Sec. III does not prevent
the inclusion of other spatial concepts, such as buildings
and free space [3], [4] or asset objects [21]. Unlike static
scene graph frameworks such as [2]-[4], objects in EGG
also include time variant attributes, which track changes
in objects resulting from event interactions. Each spatial
edge e = (Ty,n?,ny) connecting two nodes, n and n?,
represents spatial relationships such as inclusion, e.g., the
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Fig. 3: Task-based graph manipulation

mug is in the kitchen. Since nodes are not permanent in EGG,
edges are additionally characterized by the time interval 7;
during which the spatial relationship exists.

The event components GE = (NF EF) represent the
observed events and their relationships with the interacted
objects. Fig. 2 illustrates how events are grounded with
multiple objects. To each event Er corresponds an event
node n¥ = (pr,sr) defined spatially by the observation
points of the robot pr, i.e., the sensor’s pose, and tempo-
rally by the respective time interval 7. The event overall
description is provided by the summary s7. Each event edge
eX, = (T,nE n?, d%) connects the event Er to the object
8% € Op. Similar to the spatial edges, the event edges are
also timestamped and exist only in the interval 7" when the
event occurs. The event description di. € D describes the
role of the object S in the event.

B. EGG pruning

After receiving a query @, the full graph G is pruned into
a subgraph Gg which contains information relevant to that
query. The pruning aims to both decrease the computational
effort needed to generate the answer and to improve the
quality of the answer by removing potentially distracting
irrelevant input from the answer generation process.

To this end, we assume the information relevant to a query,
denoted as I, can be split into four types: time interval T,
locations L¢, objects Og, and events Eg. We will describe
how to retrieve I from @ in Sec. V-B. Given the set of
relevant information Ig = (T, Lo, Og, Eg) and an EGG
G, we retrieve the query-relevant subgraph Go C G by using
a series of graph manipulation functions, illustrated in Fig. 3
and detailed below. Each function takes as input a subgraph
G = (N5, NF EF'}Y C G and a subset of I to



return another subgraph G* = {N5* &% NE* g} C g,
This is achieved first by selecting the list of relevant nodes
{NF* N'E*} according to a set of rules, and then by adding
all edges connected to the selected nodes to G*, i.e., ES* =
{ef | n?,nf e N5} and EF* = {ef,, | nj e N¥* nf
NE*Y Speéiﬁcally, the graph manipulation functions are:

« Time pruning F7(G',Tg): From a time interval Tg),
we can select a subgraph G* consisting of the set of
events that transpire during it. The resulting subgraph
consists of event nodes N7* = {n¥ ¢ NF'| T C
To}. The preserved spatial components are those with
at least one connection to the events in the pertinent
time window, that is, N°* = {nf e N5 | (3¢, €
EFY T C Ty}

« Location pruning F (G’ Lg): From a list of locations
Lq, we select the subgraph G* that consists of events
and objects from those locations. Specifically for this
work, the locations list Lo € N 5" s essentially a list of
spatial nodes that exists on the room layer. Thus N/5* =
Lou{n? G/NS/ | @ny € Lg) e G/SS/}, and N'E* =
nE e NF | 3n) € Lg) &, € EF}.

« Object pruning F©(G',Og): From a list of query-
relevant object nodes Og C N Sl, we select the sub-
graph G* that contains relevant objects and the events
that involve them. Specifically, we prune the graph
such that the event nodes are connected to the relevant
objects, NF* = {nf € NF' | (3nf € Og) €&, €
EEl}. Then, the preserved spatial nodes are the ones
connected to at least one of those events, i.e., N5* =
(nf e N5 | (3nk e NF*) e, e £F'}.

« Event pruning F¥(G’, Eg): From a list of query-
relevant event nodes Eg C NE /, we select the subgraph
G* that contains relevant events and the objects that
they involve. The event nodes in this case are just
NE* = Eq, and the spatial nodes are those that are
connected to at least one of these events, i.e., N'5* =
{nf e N5 | 3nkE € Eg) e € £F'}.

« History expansion F(G,G’,Og): From a list of
objects O C N, we expand the graph to include the
history of events that involve them. The event nodes
that involve Og are NE* = {nE € NF | (3In? €
Oq) e, € EF}. The spatial nodes include those that
are given by Og, and related to the expanded event
history, i.e., No* = Og U {n? € N5 | (InE €
NE*) eE. ¢ EFY,.

Thus, we retrieve the subgraph:
gQ:C(FT’FL’FOvFEvFH)(gaIQ) (1)

where C(-) is any combination of the graph manipulation
functions. We will present our implemented combination in
Sec. V-B.

V. IMPLEMENTATION
In addition to the formulation presented in Sec. IV, our
implementation incorporates the following assumptions:

« All objects recorded within the events are considered
unique entities.

o A localization method is available to determine the
robot’s pose during the mapping sessions [23].

« A method exists to identify moments when human
activities occur within the scene and to select the objects
relevant to these activities. In the experiments, we
manually identify these moments and objects for each
robot mapping session.

« A method for re-identifying objects post-mapping ses-
sion is established [19]. In the experiments, we use
ground truth information to re-identify the objects.

A. Building EGG from robotic observations

We construct EGG from a stream of multimodal robotic
data, including RGB-D images accompanied by frame-wise
timestamps and the robot’s pose. We derive object data from
an RGB-D video stream to generate spatial nodes. In our
implementation, the time-variant attribute set V¢ for each
object node includes the varying positions of the objects
and the state of operation. The position of each object is
retrieved by projecting its segmented point cloud from the
depth image. While we do not explicitly capture the state
of operation, they can be inferred from the instance-wise
descriptions D7 of the event edges, which we will discuss
in more detail later in this section. For simplicity, we record
only the initial and final positions of each object for each
recorded event. To enrich the object nodes and differentiate
between instances of the same semantic class, we gather
views of each object from multiple perspectives and utilize
a VLM (GPT4o0 [24]) to generate concise captions that
describe their appearance. Thus, the time-invariant attribute
set Z¢ of each object node consists of its name, semantic
class, and caption. The room nodes only have time-invariant
attributes, which are their manually labeled names and their
positions.

To form the event components {NF EF} we retrieve
event captions using the video captioning model VideoRe-
fer [25]. In order to retrieve the summary caption s7, we
prompt the model to describe the actions of the person in the
video, alongside a list of manually selected involved objects
Or. Furthermore, to generate element-wise descriptions D,
we ask the model to express the relationship between the
person featured in the video and the corresponding objects.
The position pr of the event node is the mean of all the
robot’s camera positions during the observation time interval
T. To evaluate the quality of automated video captioning,
for the experiments presented in Sec. VI, we also manually
generate all corresponding ground-truth event captions.

B. Task-based graph pruning

The entire EGG can be text-serialized into a JSON data
format, which can subsequently be parsed directly by a pre-
trained LLM [24]. In this implementation, we deploy a multi-
stage sampling strategy to approximate Iy, along with the
graph manipulation functions in Sec. IV-B to estimate the
task-relevant subgraph Gg. In the first stage, based on the
query, we prompt the LLM agent to select the relevant time



interval T and rooms Lg to look for the information. We
then retrieve the subgraph:

gy = FE(FT(G,Tg), Lg) )

Next, we provide the LLM agent with a list of object names
and captions and event summary descriptions from gg ). The
agent then, based on the semantic context of the query, is
tasked to extract the objects Og and events Fq related to
the query. If there are both objects and events related to
the query, we merge them to identify the objects that are
most relevant to the query and expand their history. More
precisely, if Og # O A Eq # 0, then Of = {n} €
Oq | Bn¥ € Eq) ef; € €W} and B = {nf €
Eg | (3nf € Oq) ek, € EFMW}, with EF() being the set
of event edges of gg . E.g., if Q ="Where is the mug that
I was drinking coffee with in the coffee room yesterday?",
O¢ = {all mugs found in the coffee room yesterday}, and
Eq = {all events involving a person drinking coffee}. Af-
ter merging, O¢, will contain only the mugs used for drinking
coffee in the coffee room yesterday. In the case that Og = 0)
or Eg =0, Og and Eg are not merged. Thus, we retrieve
the subgraph:

FE(FO(GY,05), Ey),
FO(G,0q),

ifOQ#@/\EQ#@

o® _ if Og #0AEg =0
© ) PR B, if Og =0 A Fg 410
0, if O =0AEqg=10

3)

Finally, if Og # 0, we retrieve the task-relevant subgraph
Go by expanding the event history of relevant objects and
pruning the graph to the relevant time interval Tg. Intuitively,
we expand the history of the relevant objects to retrieve
events involving them at all locations in EGG, since objects
could move around and events that happen before the key
events in Eg could have a role in determining the answer
for Q. We then prune the graph to the relevant time interval
to reduce the graph size and remove the events that are too
far in the past or future.

FT(FH(G,65),04),Tg), if Oq #0 A Eq # 0
FT(F1(G,63,0q),Tg), if Oq #0 A Eq =10
G, if Og =0

Gg =

)

Finally, we text-serialize Gg into JSON format, which is

then integrated into the prompt for the LLM agent to respond
to the user’s query'.

VI. EVALUATION
A. Experimental setup

To evaluate EGG, we set up and conduct a series of ex-
periments using the representation to perform an information
retrieval task, where an LLM agent uses the information
from the scene to answer queries in natural language. With
these experiments, we aim to address the following research
questions:

! All prompts and specific LLM used can be found in the paper codebase.

« What is the impact of the spatial and event components
of EGG on the performance of information retrieval
tasks, both individually and in combination?

o How does pruning EGG influence information retrieval
accuracy and token usage?

o In what ways does the accuracy of generated event
captioning affect scene representation, and what is its
impact on downstream information retrieval tasks?

Currently, to the best of our knowledge, there is no suitable
dataset to evaluate EGG’s capability. We acknowledge the
existence of prior datasets that document human activities
in natural settings [26], [27]. However, these datasets are
primarily designed for video captioning research and do not
include crucial robotic data, such as depth images and poses,
which are necessary for building and evaluating EGG. An-
other notable example is the Ego4D dataset, which contains
over 3000 hours of daily-life activity videos captured from
an egocentric perspective, along with object detection labels
and 3D poses for some samples [28]. Yet, the videos in this
dataset are not recorded within a consistent environment, nor
do they provide instances where the same object is reused,
rendering it inadequate for benchmarking EGG’s capability
to maintain a history of each object.

To address this gap, we evaluate our framework using
real-world data collected from a Hello Robot Stretch 2
mobile manipulator platform with an Astra 2 RGB-D camera
mounted on top. Data collection was conducted in two
locations within our department building: a coffee room
and an office. Our dataset includes 35 videos, captured
by the robot, of an individual performing various daily
activities and interacting with 21 distinct objects in a coffee
room and an office. On average, an event consists of 3 to
4 objects being interacted with. Additionally, we provide
frame-wise timestamps, object instance segmentation, event-
relevant object identification, and local positions of the robot.

The robot task involves verbalizing its observations of
a scene through different forms of scene representation.
We manually label each video with ground truth summary
captions and object role captions to assess the capability
of VLMs in comparison to human judgment. For each event,
we also manually provide segmentation masks for each
object at their first and last appearances, enabling projection
to capture their instance positions and incorporate them
into the position history of their respective spatial nodes
(refer to Sec. V-A for implementation details of the spatial
graph). The dataset comprises 80 questions with ground truth
answers across four modalities, for instance?:

o text (24 queries): Returns an answer in natural language.
E.g., Which room was the phone last seen used in?

o binary (28): Returns True or False. E.g., Was the red
ceramic mug ever used to make coffee?

e node (18): Returns a list of spatial nodes. E.g., The
person left something on the office table at some point
between 15:30:00 and 16:16:00. What was it?

2The full dataset, including the events and question-answer pairs, will be
made publicly available after acceptance to preserve anonymity.



TABLE I: Evaluating the capability of EGG in verbalizing
robot observations against baseline methods. The results are
averaged over 5 trials. VideoRefer [25] is used for automatic
captioning of events for EGG and ReMEmbR.

Method Stext T Flbinary T Flnode T Atime T

EGG 0.70 0.78 0.76 0.78

Hydra™[3], [4] 0.52 0.00 0.68 0.10

ReMEmbR'[7]  0.54 0.49 x 0.38

* Implemented by removing the event nodes A'F and event edges £¥ from
EGG

 Since ReMEmbR does not have access to the scene graph, we did not
evaluate it on the queries with node modality.

o time (10): Returns a point in time. E.g., What is the
earliest time the person was seen working?

To assess the accuracy of the generated responses for the
queries with text modality we employ LLM semantic scores,
where we employ a LLM to judge each generated answer
with a score from O to 1. This evaluation method was chosen
over manual evaluation to mitigate potential human biases in
judgment and leverage the established capability of LLMs to
provide evaluation scores that consider context accuracy and
nuance [29]. For the time modality, we consider an answer
to be correct if it lies within 2 minutes of the ground truth
answer. Additionally, we provide quantifiable F1 scores for
node (F'1™°%) and binary (F1%"¢"¥) modalities.

In our experiments, GPT4o [24] is utilized to handle
object captioning, graph pruning, and reasoning, and Video-
Refer [25] is utilized for automatic video captioning.

B. Experimental results

We evaluate our method against two baselines, a purely
spatial memory representation, Hydra [3], [4], and a spatio-
temporal memory building method, ReMEmbR [7]. Our
experimental results, presented in Tab. I, clearly demonstrate
that our method outperforms both baselines across all modal-
ities. From these findings, it can be inferred that the unified
spatio-temporal features of EGG preserve the advantages of
both purely spatial and temporal representations, enabling
the LLM agent to reason more effectively, especially on
instance-based queries.

Qualitatively, Hydra [3], [4], a purely spatial scene rep-
resentation, struggles to address event-related queries. By
observing the reasoning output, the LLM often rely solely on
the positions of objects to infer their relationships. However,
this approach is ineffective for queries that require detailed
information about human interactions, which are not typi-
cally captured in a 3DSG. For instance, the query "Describe
the appearance of the most frequently used mug for making
coffee at the coffee machine" requires usage frequency of
different mugs to correctly answer.

On the other hand, ReMEmbR [7] performs better on
descriptive queries with its access to event data. Yet, it lacks
the grounding of events with spatial features, so the LLM
can only rely on video captions. Notably, it fails to address
queries such as "How many different mugs were seen in
the events?", which could be easily answered with spatial

representations. Furthermore, it struggles with queries requir-
ing the usage history of specific objects, such as "Describe
the appearance of the most frequently used mug for making
coffee at the coffee machine".

Overall, it is evident that each component of EGG—the
spatial, event components—plays a crucial role in enriching
the information provided to the LLM agent.

C. Ablation study

The results from Tab. II illustrate several ablation studies
on different versions of EGG. In addition to the metrics
mentioned in Sec. VI-A, we provide an additional accuracy
score across all modalities (A%"), a tokens count and graph
compression percentage, which is the ratio of the number
of characters of the JSON-serialized subgraph G with the
JSON-serialized full graph G.

1) The role of event edges: To assess the importance of
event edges, we perform pruning on the original EGG and
omit them when JSON-serializing the graph (w.o edges in
Tab. II). This version of EGG performs close to the standard
version, but misses some needed details for understanding
specific interactions. In most cases, the pruning process
essentially removes unrelated objects of the same class from
the resulting graph. E.g., for the query Q1 ="Which mug was
most often used for coffee-making?", only the mugs involved
in the coffee-making events are present in the subgraph Gg, .
Although complete edge information is valuable and the
standard version shows higher performance, removing edges
after pruning can still provide reasonable performance when
token limits are a consideration.

2) Graph pruning efficiency: To assess how the subgraph
Gq affects reasoning performance and token usage, we
compare two versions of the information search strategy:
one utilizing the pruning method detailed in Sec. V-B and
the other using the complete graph with the LLM agent
(EGG w.o pruning in Tab. II). The version employing graph
pruning outperforms the alternative and achieves approxi-
mately 65% graph compression, resulting in a 36% reduction
in token usage. It should be noted that the token count
includes the input prompt tokens. The pruned version of EGG
demonstrated significantly higher overall semantic score in
the downstream information retrieval task. Disregarding the
excess input tokens, we also hypothesize that this improve-
ment may stem from the LLM’s tendency to hallucinate
when presented with redundant information, as discussed in
studies like [30]. Moreover, LLMs have shown positional
biases towards information presented at the beginning or end
of the input prompt [31]. The experimental results indicate
that the pruning process improves LLM performance on
downstream tasks by excluding task-irrelevant entities from
the representation.

3) Video captioning capability: In this study, we con-
struct EGG using two different video captioning methods:
using ground truth labeling and using a VLM, VideoRe-
fer [25]. As anticipated, the quality of video captioning
directly affects the accuracy of subsequent tasks. As detailed
in Tab. I, automatic captioning reduces the overall accuracy



TABLE II: Ablation study on EGG. The results are averaged over 5 trials.

Method Adll 4 gtext 4 ppbinary 4 pynode 4 gtime 4 Tykens (1K) | Compression 1
EGG 0.83 0.85 0.77 0.87 0.80 998 64.72 %
EGG (w.0 edges) 0.79 0.81 0.72 0.82 0.80 922 68.02 %
EGG (w.o pruning) 0.77 0.80 0.65 0.79 0.88 1576 0.00 %
EGG (auto-captions) 0.76 0.70 0.78 0.76 0.78 985 66.55 %

* Ground truth captioning is used for event nodes in all versions except for auto-captions, for which VideoRefer [25] is used.

by 9% compared to using ground truth event labeling. These
results underscore the necessity for advancements in video
captioning models.

D. Failure modes analysis

Semantic context
42.9%

Failure Modes Correct Pruning
Hallucinate Nodes/Edges

28.6%

Correct Partial
14.3%

[ o Eval Error D
9.5%

Pruning error [
4.7%

Fig. 4: Summary of failure modes of EGG with pruning and
ground truth captioning.

Fig. 4 provides a summary of the potential failure modes
identified during an experimental trial using ground truth
event captions (shown in Tab. II). Our observations show
that most errors originate from the LLM answer generation.
More specifically, the primary sources of error include:

o Semantic Context: the LLM misinterprets the question
or the context of an event, leading to irrelevant answers.

« Hallucinate Nodes and Edges: the LLM occasionally
makes incorrect connections between nodes that do not
exist in the graph or misidentifies objects and events
related to the query.

In contrast, we identified only 1 instance where pruning re-
moved a vital node related to the query, suggesting that EGG
provides adequate information for reasoning tasks and effec-
tively supports graph-based reasoning with current LLMs,
and the shortcomings mostly arise from the interaction with
the LLM.

To increase performance, incorporating more specialized
models or integrating graph reasoning tools could help
the LLM better interpret the structured information provided
by EGG, thereby reducing errors and improving understand-
ing in complex tasks.

VII. DISCUSSIONS

Our experiments demonstrate that EGG’s grounding of
observed dynamic events with spatial features allows it
to retain the capabilities of purely spatial and temporal
representations while improving understanding of historical

interactions within a scene. We have also shown that incorpo-
rating a graph pruning strategy to select relevant information
improves the performance on the downstream information
retrieval task and reduces token usage. By retaining both
geometric changes and semantic context, EGG could provide
valuable information for robots to execute higher level tasks,
such as making more informed decisions during semantic
object search [2], [6], or learning mobile manipulation skills
from human demonstrations [32].

However, a notable constraint of our framework is that
the subgraph G¢ as formulated in (1) is not guaranteed to be
optimal. We observe that often the number of relevant objects
typically returned can be redundant, as our heuristic approach
may include irrelevant objects connected to pertinent events.
This redundancy also applies to the events. Thus, this un-
derscores the necessity for the development of more robust
semantic search algorithms, especially when extending to
larger, more complex environment with more events. Another
constraint of EGG lies in the lack of connectivity between the
recorded events. As a result, the LLM agent has to infer from
scattered events and form implicit links based on the times-
tamps or event ordering. A hierarchical structure in the time
domain, such as having summaries of multiple events [22],
could further improve the performance of our framework.
Moreover, the process of building EGG is currently offline,
making it not yet suitable for real-time robotic applications.
Currently, our method requires that any information queried
be already present in the map, a limitation shared by many
semantic mapping techniques. This issue is however further
compounded by the addition of event memory. Efforts to
overcome this limitation, such as those that focus on inferring
unseen interactions and transitions [20], are crucial and hold
great promise for long-term robotic operation.

VIII. CONCLUSION

In this work, we present EGG, a novel scene graph
framework that unifies the benefits of spatial and tempo-
ral scene representations. We achieve this by grounding
observed dynamic events to the scene’s spatial features,
resulting in a richer description of the scene that allows
an off-the-shelf LLM to answer complex queries about
the scene. We evaluated our method by constructing EGG
from real-world robotic data, and tested its capability on
a downstream information retrieval task. Our experimental
results indicate that each component of EGG contributes to
enriching EGG’s information and allows the LLM to respond
correctly to more questions. Furthermore, the experiments
have shown evidence that the spatio-temporal queryability



of EGG combined with a graph pruning strategy improves
the result on the downstream task by removing task-irrelevant
information.

Capabilities like multi-robot coordination, robot teaching
by demonstration, and natural human-robot cooperation de-
pend on the ability of robots to operate in dynamic human-
inhabited environments. Real-time spatio-temporal represen-
tations supporting comprehension of physical entities, in-
teractions between them, and other agents’ actions will be
instrumental in solving those tasks and deploying intelligent
industrial and service robots.
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